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Introduction
Various metallurgical slags will be crystallised during a cooling process after the operation. Therefore, for better valorisation of the slags, it is essential to understand the kinetics and morphological evolution of crystallisation from the molten glassy phase. In this study, the effects of basicity (CaO/SiO$_2$) and other components such as B$_2$O$_3$ and Li$_2$O on the melt crystallisation behaviours of cuspidine (Ca$_4$Si$_2$O$_7$F$_2$) have been investigated under non-isothermal and isothermal conditions using a differential scanning calorimetry (DSC), which could be applied to various slag system such as tundish powder, mould flux, and electro slag re-melting slag. For analysis of the non-isothermal melt crystallisation kinetics of cuspidine in CaO-SiO$_2$-CaF$_2$-based slag system, the Matusita analysis is critically assessed to find that it is not suitable to depict non-isothermal melt crystallisation of glasses. Instead, the effective activation energy for non-isothermal crystallisation was estimated using differential iso-conversional method of Friedman analysis. Also, the investigation was carried out to understand how to control crystal morphology of CaO-SiO$_2$-CaF$_2$-based slag system. A thermodynamic method was introduced to estimate Jackson $\alpha$ factor of a crystal in multi-component slag system, and the parameters were calculated with the help of thermodynamic database, FactSage. Furthermore, the combined effects of Jackson $\alpha$ factor, undercooling and flux composition on crystal morphology in slags were discussed.

Theory to evaluate melt crystallisation kinetics
Various models have been developed to estimate the activation energy associated with the non-isothermal crystallisation from thermal analysis data, including Kissinger equation$^1$, Ozawa equation$^2$, modified Ozawa-Chen equation$^3$, and Matusita equations$^4,5$. Among these models, Kissinger equation$^1$ and Matusita equations$^4,5$ are the most widely used approaches to determine the activation energy for the crystallisation that occurs on heating$^6-10$. Moreover, they are applied frequently for the non-isothermal crystallisation of polymer melts$^{11-15}$ and metallurgical slags$^{16,17}$ that occurs on cooling.

Matusita et al.$^5$ derived a generalised expression called Matusita equation to estimate the activation energy for crystal growth.
\[
\ln \left[ -\ln (1 - x) \right] = -n \ln \beta - 1.052 \frac{mE}{RT} + \text{constant}
\]  

(1)

where \( \beta \) is the heating rate, \( E \) is the activation energy for crystal growth, \( R \) is the ideal gas constant, \( x \) is the volume fraction of crystallised phase at a given temperature \( T \), \( n \) and \( m \) are the numerical factors that depend on the crystallisation mechanism and summarised in Matusita\(^1\). Since the crystallisation mechanism is involved in Matusita equation, this model has been widely used to determine the activation energy for crystal growth. It should be stressed that both the Matusita equation was originally derived from the expressions for the crystallisation that occurs on heating. However, many practical processes of non-isothermal crystallisation proceed on cooling such as mould fluxes in continuous casting of steel. Therefore, it is highly needed to ascertain that whether the Matusita equation is applicable in estimating the activation energy for melts crystallisation.

Matusita equation was derived from the basic equation of crystal growth rate\(^1\)

\[
U = \frac{dr}{dt} = \beta \frac{dr}{dT} = U_0 \exp \left( -\frac{E}{RT} \right) \left[ 1 - \exp \left( -\frac{\Delta G}{RT} \right) \right]
\]  

(2)

where \( U_0 \) is the pre-exponential factor, \( \Delta G \) is the crystallisation free energy, \( r \) is the radius of a crystal particle. In case the temperature is much larger than that of maximum growth rate in the heating process, the temperature dependence of the term \( 1 - \exp \left( -\frac{\Delta G}{RT} \right) \) is negligibly small compared with that of the term \( \exp \left( -\frac{E}{RT} \right) \). Thus, Equation (2) can be rewritten as

\[
U = U_0 \exp \left( -\frac{E}{RT} \right)
\]  

(3)

During the heating of a glass from room temperature \( T_r \) to a certain temperature \( T \), the nucleation and crystal growth will occur successively. The radius \( r \) of crystal particle can be calculated by substituting Equation (3) into Equation (2).

\[
r = \int_r^{0} \frac{U}{\beta} dT = \frac{U_0}{\beta} \left[ \int_0^{r} \exp \left( -\frac{E}{RT} \right) dT - \int_0^{T} \exp \left( -\frac{E}{RT} \right) dT \right]
\]  

(4)

Since the upper limit of the integral \( \int_0^{T} \exp \left( -\frac{E}{RT} \right) dT \) in Equation (4) is much smaller than that of \( \int_0^{r} \exp \left( -\frac{E}{RT} \right) dT \) during glass crystallisation, the term \( \int_0^{T} \exp \left( -\frac{E}{RT} \right) dT \) should be negligibly small compared with the term \( \int_0^{r} \exp \left( -\frac{E}{RT} \right) dT \). Therefore, Equation (4) can be simplified as follows.

\[
r = \frac{U_0}{\beta} \int_0^{T} \exp \left( -\frac{E}{RT} \right) dT
\]  

(5)
Matusita applied a closer approximation by employing Doyle’s p-function to integrate the term $\int_0^T \exp\left(-\frac{E}{RT}\right) dT$ in Equation (5). As a consequence, Equation (5) can be approximated to Equation (6)

$$r = \frac{U_pE}{\beta R} \exp\left(-5.330 - 1.052 \frac{E}{RT}\right)$$  \hspace{1cm} (6)

When the crystal growth is three-dimensional and controlled by interface reaction, the crystallisation rate $\frac{dx}{dt}$ is expressed as

$$\frac{dx}{dt} = (1 - x) N 4\pi r^2 \frac{dr}{dt}$$  \hspace{1cm} (7)

where N is the number of nuclei formed per unit volume, and x is the relative degree of crystallinity. Taking the integration of Equation (7), the following equation is obtained.

$$-\ln(1 - x) = \frac{4}{3} \pi Nr^3$$  \hspace{1cm} (8)

For a heating process, the radius of a crystal particle r in Equation (8) can be replaced by Equation (6). It gives

$$-\ln(1 - x) = \frac{4}{3} \pi N \left(\frac{U_p E}{\beta R}\right)^3 \exp\left(-3 \times 5.330 - 3 \times 1.052 \frac{E}{RT}\right) + \text{constant}$$  \hspace{1cm} (9)

In a more generalised expression,

$$-\ln(1 - x) = K \beta^{-n} \exp\left(-1.052 m \frac{E}{RT}\right) + \text{constant}$$  \hspace{1cm} (10)

Equation (10) can be rewritten as Equation (1) for estimating the activation energy for crystal growth. Since the crystallised fraction x at the peak temperatures $T_p$ on DSC (or DTA) curves is almost constant irrespective of cooling rate $\beta$, Equation (2) is available at the peak temperature $T_p$. The activation energy can be calculated from the slope $-1.052 m E_i / nR$ provided that the numerical factors n and m are known.

However, for the case of crystallisation from the melt in a cooling process, the crystallisation commences from a high temperature. The relationship $|\Delta G| << RT$ cannot be met in this case. Therefore, Equation (2) cannot be simplified as Arrhenius form as Equation (3) under this condition. In addition, the radius r of crystal particle in this case can be expressed by the following equation
where $T_s$ is the starting temperature of the cooling process. Because $T_s$ is larger than any certain temperature $T$ during melt crystallisation, the value of the term $\int_{0}^{T_s} \exp(-E/RT) dT$ in Equation (11) cannot be approximatively simplified as Equation (5).

It can be concluded when the crystallisation occurs from melt in a cooling process, the term $1-\exp(-\Delta G/RT)$ in basic rate equation of crystal growth and the term $\int_{0}^{T_s} \exp(-E/RT) dT$ depending on the starting temperature of the cooling process cannot be neglected. In this case, the radius $r$ of crystal particle should be expressed as

$$r = \frac{U_0}{\beta R} \exp(-5.330) \times \left\{ \frac{E \exp\left(-1.052 \frac{E + \Delta G}{RT}\right) - \Delta G \exp\left(-1.052 \frac{E + \Delta G}{RT_s}\right)}{E \exp\left(-1.052 \frac{E}{RT}\right) - \Delta G \exp\left(-1.052 \frac{E + \Delta G}{RT_s}\right)} \right\}$$  \hspace{1cm} (12)

Consequently, Equation (12) cannot be simplified as Equation (5), resulting in the failure in obtaining generalised expression Equation (2) for melts crystallisation based on the above derivation. Therefore, it can be concluded that the application of Equation (2) in determining activation energy for crystallisation that occurs on cooling is questionable.

The differential iso-conversional method of Friedman\textsuperscript{20} and the advanced integral iso-conversional method of Vyazovkin\textsuperscript{21} can be considered as alternatives to estimate activation energy for melts crystallisation. The Friedman equation is expressed as

$$\ln\left( \frac{dx}{dt} \right)_{x,i} = -\frac{E_x}{RT_x, i} + \text{constant}$$  \hspace{1cm} (13)

where $T_{x,i}$ is the set of absolute temperatures related to a given relative degree of crystallinity at different cooling rates, and the subscript $i$ is the ordinal number of individual cooling rate. Vyazovkin method has been designed to treat the kinetics that occur under arbitrary variation in temperature. For a series of $n$ experiments carried out under different temperature programs, $T_i(t)$, the activation energy is determined at any particular value of relative degree of crystallinity $x$ by finding $E_x$, which minimises the following function

$$\Phi(E_x) = \sum_{i=1}^{n} \sum_{j=1}^{n} J \left[ E_x, T_j(t_i) \right]$$  \hspace{1cm} (14)
Friedman equation and Vyazovkin equation have been extensively applied to evaluate the effective activation energy for non-isothermal melt crystallisation that occurs on cooling. The iso-conversional method of Friedman has been also successfully employed to determine the effective activation energy for non-isothermal crystallisation of lime-alumina-based mould fluxes that occurs on cooling in the authors’ more recent study.\textsuperscript{22}

**Melt crystallisation of CaO-SiO\textsubscript{2}-CaF\textsubscript{2}–based slags**

**Experimental**

Reagent grade CaCO\textsubscript{3}, SiO\textsubscript{2}, CaF\textsubscript{2}, Al\textsubscript{2}O\textsubscript{3}, MgO, and Na\textsubscript{2}CO\textsubscript{3}, were used as raw materials. The reagent powders were mixed well and melted in a platinum crucible with an induction furnace at 1300°C for 30 minutes to homogenise chemical composition, and then quenched into a cool steel plate to get fully glassy phase. The pre-melted samples were ground and analysed by X-ray fluoroscopy. The chemical compositions of pre-melted mould fluxes are shown in Table 1. The mould flux samples were crushed to prepare sample powder for DSC measurement. Differential Scanning Calorimetry (STA 449C; Netzsch Instrument Inc) measurement was performed under non-isothermal conditions at four different cooling rates (5, 10, 15, and 20 K/min) in Ar gas atmosphere. About 50 mg of sample powder was heated at a constant heating rate of 20 K/min from room temperature to 1300°C in a platinum crucible with a diameter of 5 mm and a height of 5 mm, and then held for 3 minutes to homogenise its chemical composition. Subsequently, the liquid sample was cooled to room temperature at constant cooling rates (5, 10, 15, and 20 K/min).

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Chemical Composition (wt%)</th>
<th>Basicity (CaO/SiO\textsubscript{2})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CaO</td>
<td>SiO\textsubscript{2}</td>
</tr>
<tr>
<td>B</td>
<td>38.5 ± 0.3</td>
<td>41.1 ± 0.3</td>
</tr>
<tr>
<td>C</td>
<td>41.7 ± 0.3</td>
<td>36.7 ± 0.3</td>
</tr>
<tr>
<td>D</td>
<td>44.8 ± 0.3</td>
<td>33.4 ± 0.3</td>
</tr>
</tbody>
</table>

**Non-isothermal crystallisation behaviours**

In order to investigate the non-isothermal melt crystallisation, the heat released during crystallisation of mould fluxes has been measured by DSC. From these DSC curves, a few key parameters such as the crystallisation onset temperature T\textsubscript{onset} and peak temperature T\textsubscript{peak} can be obtained. Based on the assumption that the measured rate of released heat is proportional to the rate of crystallisation, the relative degree of crystallinity X(T) as a function of temperature can be formulated:
\[ X_T = \frac{\int_{T_o}^{T_f} (\frac{dH_c}{dT})dT}{\int_{T_o}^{T_f} (\frac{dH_c}{dT})dT} \]  \hspace{1cm} (15)

where \( T_o \) and \( T_f \) represent the onset and end crystallisation temperatures, respectively, and \( \frac{dH_c}{dT} \) is the heat flow rate.

Considering the relationship between crystallisation time and temperature, the relative crystallinity can be converted to the function of time, using the following Equation (2).

\[ t = \frac{T_o - T}{\beta} \]  \hspace{1cm} (16)

where \( \beta \) is the cooling rate and \( T \) is the temperature at time \( t \), \( T_o \) is temperature at which the crystallisation begins (t=0).

**Figure 1:** Relative crystallinity as a function of time of mould fluxes for four different cooling rates: (a) mould flux B, (b) mould flux C, (c) mould flux D

Figure 1 represents the relative degree of crystallinity as a function of time for investigated mould fluxes under four different cooling rates, 5 to 20 K/min. It is shown from Figure 1 that the time needed to complete crystallisation is in the range of 200-
400 sec for a cooling rate of 20 K/min, while it has been extended to 700-1000 sec for a cooling rate of 5 K/min. Crystallisation kinetics increase considerably with increasing the cooling rate from 5 K/min to 15 K/min, whereas this effect will be nearly saturated between 15 K/min and 20 K/min.

**Effective activation energy for melt crystallisation**

For non-isothermal crystallisation, kinetic analysis, various models\(^1\)\(^-\)\(^4\) have been proposed to determine the activation energy. Among them, the Kissinger\(^1\) and Matusita\(^4\) equations are most frequently used to determine the activation energy for the crystallisation that occurs on heating\(^8\),\(^9\). On cooling, the temperature decreases with the time, resulting in negative value of dT/dt. However, it should be emphasised that the Kissinger and Matusita equations does not permit substitution of negative value of dT/dt. This problem has been bypassed by dropping off the minus sign. Vyazovkin\(^2\),\(^23\) clarified that these methods provided invalid results when it was applied to melt crystallisation that occurred on cooling process. The problem of negative dT/dt can be avoided by applying the iso-conversional methods which are recommended by Brown *et al.*\(^24\). Iso-conversional methods can be applied to melt crystallisation that occurred on cooling for evaluating the dependence of the effective activation energy on conversion. These methods could be helpful in revealing complex crystallisation kinetics which is composed of nucleation and crystal growth having multiple Arrhenius equation. Among them, the differential iso-conversional method developed by Friedman\(^20\) was employed to determine the effective activation energy for the crystallisation of cuspidine phase in the present work.

According to the Friedman equation, the effective activation energy is obtained at a given degree of crystallinity and expressed as follows:

\[
\ln \left( \frac{dX}{dt} \right) = \frac{-\Delta E_X}{RT_X} + C
\]

(17)

where \(\Delta E_X\) is the effective activation energy at a given relative degree of crystallinity \(X\), \(T_X\) is the temperature corresponding to a given \(X\) at different cooling rate. The instantaneous crystallisation rate dT/dt can be determined from experimentally measured DSC data using the following equation.

\[
\frac{dX}{dt} = \frac{\int_{t_0}^{t_f} \frac{dH_c}{dt} \, dt}{\int_{t_0}^{t_f} \left( \frac{dH_c}{dt} \right) \, dt}
\]

(18)

where \(dH_c\) represents the measured enthalpy of crystallisation during time interval, \(t_0\) is the time at which the crystallisation begins, and \(t_f\) is the time at which the crystallisation is completed.
The values $\Delta E_X$ are associated with the temperatures at a given relative crystallinity $X$. By plotting $\ln(\text{d}X/\text{d}t)$ versus $1/T$, at different relative crystallinity $X$, a straight line should be obtained. From the slope of straight line, the effective activation energy $\Delta E_X$ at different relative degree of crystallinity $X$ can be determined.

**Figure 2**: Dependence of the effective activation energy on the relative degree of crystallinity in non-isothermal crystallisation of mould flux B and D

Figure 2 shows the dependence of the effective activation energy on the relative extent of crystallinity in non-isothermal crystallisation of mould flux B and D. It is obvious that the change in the dependence of the effective activation energy for both mould fluxes is similar, implying that crystallisation of mould flux B and D is governed by the same mechanism. The dependence of effective activation energy on the relative extent of crystallinity could indicate the temperature dependence of crystallisation rate because the crystallisation is a complex process governed by nucleation and crystal growth, which involves temperature-dependent steps and one of them determines the overall crystallisation rate. As shown in Figure 2, the effective activation energy for both mould fluxes remains constant over the range from 0.1 to 0.4, whereas it increases as the extent of crystallinity rises. From this result, one can find that the rate controlling step for the cuspidine crystallisation should be complex: nucleation and/or crystal growth. The change in the shape of the dependence of the effective activation energy is closely associated with the nucleation behaviour during non-isothermal cooling. Based on the classical nucleation theory, the temperature dependence of the nucleation rate can be expressed as follows.
\[ \dot{N} = n_0 \exp \left( \frac{-E}{RT} \right) \exp \left( \frac{-\Delta G^*}{RT} \right) \]  

(19)

where \( \dot{N} \) is the nucleation rate, \( n_0 \) is pre-exponential factor, and \( \Delta G^* \) is free energy terms for nucleus formation. Here, it is known that free energy term is inversely proportional to the degree of undercooling and is given by following Equation (20)\textsuperscript{26}.

\[ \Delta G^* \approx \frac{1}{(T_m - T)^2} \]  

(20)

where \( T_m \) is the melting point of mould fluxes, and \( T_m-T \) represents the degree of undercooling.

It can be seen from Figure 2 that the effective activation energy for both mould fluxes has the greatest negative values at lower degree of crystallinity. It is interestingly noticed that the value of \( \Delta G^* \) can be very large adjacent to melting temperature of the molten mould fluxes, giving rise to the fact that the initial crystallisation rate is governed by the nucleation rate. It is noted from Equation (8) that \( \Delta G^* \) decreases with decreasing temperature, indicating that the nucleation rate increases by cooling. In regime I in Figure 2, therefore, the crystallisation behaviour should be determined by the thermodynamic term of nucleation relating to free energy change for nucleus formation. Above the relative crystallinity degree of 0.4, as can be seen in Figure 2, the effective activation energy for both mould fluxes increases as crystallisation progresses. In regime II in Figure 2, the crystallisation behaviour should be governed simultaneously by nucleation and crystal growth. These phenomena are well represented in Figure 3 which shows schematics of crystallisation rate as function of nucleation and crystal growth rate. It should be stressed that values of effective activation energy in both mould fluxes are negative, indicating that the crystallisation of cuspidine on cooling process obeys an anti-Arrhenius behaviour. A similar behaviour on the dependence of effective activation energy has already been reported by Vyazovkin \textit{et al.}\textsuperscript{24} and Papageorgiou \textit{et al.}\textsuperscript{27} for the crystallisation of polymers.

It is observed from Figure 2, that effective activation energy for mould flux D was lower than that of mould flux B, which reveals that the crystallisation for mould flux B requires more undercooling to crystallise. The undercooling of mould flux B and D for cuspidine formation is 60.2 K and 9.6 K, respectively. The difference of undercooling degree could lead to the difference of crystal morphology. As thermodynamic term of nucleation is inversely proportional to undercooling degree, nucleation rate for mould flux B should be much larger than that for mould flux D. This finding can be confirmed by the crystal morphology as shown in Figure 4.
**Figure 3**: Schematic diagram of crystallisation rate, $K(T)$ as function of nucleation ($N$) and crystal growth rate ($G$): the green region follows Anti-Arrhenius behaviours, whereas the blue region obeys Arrhenius behaviours. (dotted lines for thermodynamic controlled region, solid lines for kinetic controlled region for both growth and nucleation rate)

**Crystal morphology**

Figure 4 shows BSE images of mould flux B and D after DSC measurement at the cooling rate of 20 K/min. For mould flux B, the crystal morphology is largely dendritic, which is composed of many nuclei as shown in Figure 4a. On the other hand, in the mould flux D, the crystal morphology is mainly faceted as shown in Figure 4b. This finding is consistent with other studies\textsuperscript{28-33} which reported that the morphology of crystals is mainly faceted at lower undercooling, whereas the morphology of crystals is mainly dendritic at higher undercooling. This phenomenon can be explained by interface stability theory\textsuperscript{31}. At higher undercooling, the faceted interfaces become unstable and change into dendritic crystals\textsuperscript{32,33}. 
It can be observed from Figure 4a and 4b that the size of cuspidine increases with increasing the mould flux basicity. This is due to an increase in crystallisation temperature with increasing mould flux basicity, giving rise to the increase of mass transfer in a melt for the cuspidine growth.

**Controlling the crystal morphology**

Jackson suggested a system in which the solid and liquid phases were separated by an interface with one-layer atom thickness, and he calculated the surface free energy changes as a function of the ratio of site occupancy of the constituent unit on the interface, as shown in Equation (21).

\[
\frac{\Delta F}{NkT} = X(1-X)\alpha + X \ln X + (1-X) \ln(1-X)
\]  

(21)

where \( \Delta F \) is the change in surface free energy, \( N \) is the number of the crystal surface lattice sites, \( k \) is the Boltzmann's constant, \( T \) is the absolute temperature and \( X \) is fraction of surface sites occupied, respectively. Also, \( \alpha \) is the so-called Jackson roughing factor that is defined as Equation (22). As can be obtained from Equation (21), for materials with \( \alpha < 2 \), there is only one minimum value at 50\% of surface site occupancy, indicating that the interface energetically prefers to be rough. On the other hand, in a material with \( \alpha > 3 \), there are two energy minima at site occupancy 0 and 100\%, suggesting that the interface will be smooth on the atomic scale and the corresponding crystal turns out faceted in morphology.

\[
\alpha = \frac{\Delta H_m}{\varepsilon_{(hkl)} RT}
\]  

(22)
In Equation (22), $\Delta H_m$ is the enthalpy change for the crystal dissolution into melt bulk, which could be calculated with the help of thermodynamic database such FactSage; $R$ is the ideal gas constant; $\xi_{\text{hkl}}$ is the orientation factor, defined as the ratio between nearest sites for a growth unit in the surface of a crystal and the coordination number.

Jackson proposed $\alpha$ factor to evaluate the crystal morphology only on the basis of a thermodynamic equilibrium system. In the non-equilibrium melt, the driving force, such as the thermal supercooling or constitutional supercooling, also affects the crystalline morphology and it is so called kinetic roughening\textsuperscript{34,35}. The driving force for a crystal nucleation and growth to take place is the degree of departure from the equilibrium state. In melt crystallisation, the driving force can be evaluated as the difference between the equilibrium melting point and growth temperatures,

$$\Delta T = T_m - T$$

(supercycling) \hspace{1cm} (23)

To compare the supercooling among different melts, the supercooling degree is also used in the present article, defined as $\Delta T / T_m$.

![Graph showing the calculated Jackson factors for cuspidine precipitation in four kinds of CaO-SiO$_2$-based mould fluxes under different supercooling](image)

**Figure 5:** Jackson $\alpha$ factor for cuspidine precipitation in four kinds of CaO-SiO$_2$-based mould fluxes under different supercooling

Figure 5 shows the calculated Jackson factors for cuspidine in the four types of lime-silica based mould fluxes including the pure cuspidine melt, i.e., with same stoichiometric composition as cuspidine. It can be seen that the Jackson $\alpha$ factor of
cuspidine crystal increase slightly with the mould flux basicity decrease by comparing that of Slag B, C and D and increases with a small amount of Li₂O addition by comparing Slag B-1 and B. In addition, it increases with the supercooling increase. Figure 6 shows the supercooling degree and their corresponding Jackson factors for the cuspidine crystallisation in the four kinds of lime-silica based mould fluxes, where the y axis is drawn as the degree of supercooling degree \((\Delta T / T_m)\) for a fairer comparison. Similar to Temkin’s conclusion, a critical line for cuspidine crystal kinetic roughening can be evaluated as well, shown as the dot line in the Figure. When the supercooling is lower than the critical line (Region A), the cuspidine morphology is faceted, whereas the crystal morphology appears dendritic shape when the supercooling over the critical value (Region B) as the kinetic roughening occurs. For the cuspidine precipitation from these lime-silica based mould fluxes, the critical degree of supercooling is estimated between 0.05-0.06 and increases with the Jackson α factor.

According to Figures 5 and 6, ones know that the supercooling has complicated effects on the cuspidine morphology: by increasing supercooling within the critical line region, it will increase the Jackson α factor and, thus, enhance faceted cuspidine precipitation; while supercooling over the critical value, kinetic roughening takes place and it is likely to precipitate dendritic cuspidine. The supercooling for crystallisation of the slag B is remarkably larger than that of slag D, thus crystal in the slag B is more likely to be dendritic. Interestingly, the present findings are in quite good agreement with Lu et al.’s and Heulens’ experimental results regarding the alpha Ni crystal and wollastonite morphology evolution under different supercooling. By combining the present results with Temkin’s, it can be concluded that the crystal with higher Jackson factor is more difficult to form dendritic structure as greater critical supercooling degree is usually needed. Also, it shows the similar tendency in lime-alumina based mould fluxes, some CaF₂ crystal is dendritic under the relative low supercooling (< 50°C) due to its small Jackson α factor value, while the calcium aluminate and calcium borate crystals remain faceted morphology under relative high supercooling (100-200°C due to their relative larger Jackson α factor. Practically, one could control faceted or dendritic crystal morphology by matching the suitable Jackson α factor in the manner of the melt composition adjustment and heat treatment on the basis of the similar crystal morphology transition diagram like Figure 6, thus these kinds of diagrams are very essential for crystal morphology control.
Conclusions

1. Matusita equation is inapplicable to estimate the activation energy associated with the melt crystallisation that occurs on cooling. The iso-conversional methods of Friedman and Vyazovkin are recommended to determine effective activation energy for melts crystallisation that occurs on cooling.

2. The dependence of effective activation energy on the relative extent of crystallinity during non-isothermal crystallisation was estimated by applying differential iso-conversional method of Friedman analysis. The obtained effective activation energy for the glasses ranges from -241 to -652 kJ/mol. The negative signs of effective activation energy mean the anti-Arrhenius kinetics during melt crystallisation, giving rise to the fact that mould fluxes crystallisation for the cuspidine formation is determined by thermodynamic term of nucleation which is related to undercooling degree.

3. The morphology of cuspidine crystals for the glass with largest basicity, 1.34, is mainly faceted at lower undercooling, whereas the morphology of cuspidine crystals for smallest basicity, 0.94, is mainly dendritic at higher undercooling. This supported the anti-Arrhenius behaviour for melt crystallisation kinetics of the glasses investigated.
4. Jackson α factor was introduced to understand the crystal morphology control in a multi-component mould flux. In addition, the enthalpy of dissolution and the corresponding Jackson α factors for crystals of melt crystallisation in multi-component mould flux were established and reasonably evaluated by applying the thermodynamic database such as FactSage.
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